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Abstract- Facial Expression Recognition is emerging fieldrécognize emotion of human beings by various
method, i.e. Eigen faces, Local Gray Code Patte@CP), Kernel Canonical Correlation Analysis (KCCA)
Hidden Markov Model (HMM), Support Vector MachinéSVM), Bilinear Models (BM), 2D + 3D active
appearance model (AAM), Bayesian Networks (BN)jfiaidl neural network (ANN), K-nearest neighbor
(KNN), Different technique were implemented in faegognition all having their respective pros ands A
new method compressive sensing using sparse repatsa classifier is used to find FER and giveuaate
result, more sparsity ratio and recognition ratéthilf this report, we go over how the deal withaguition
dilemma is actually sorted out applying sparse rpga while using feel connected with the compnessi
sensing idea.

Index Terms- Hidden Markov Model, Bayesian Networks, Support tdedachine, Active appearance Model,
Local Gray Code Pattern, Kernel Canonical CorretafAnalysis.

2. FACIAL EXPRESSION RECOGNITION: A
1. INTRODUCTION LITERATURE SURVEY

The expression is the basic  solution to expre .
human emotions throughout the everyday interacti%;%&?D(Zgﬁggf?ofﬁgiyléfg'g‘nRObUSt

with others. Recent psychology research offer L
available  the item  many expressive means ecognition . ,
ohammad Shahidul Islam [1]: In this paper

human _dlsplay emotions are throughou_t faci rovides local facial feature descriptor, Localar
expressions.  Your current facial expression has

: ignal Pattern (LGCP), regarding facial expi@ssi
added impact compared 1o your current Verb"ilslolentification with contrast to be able to ‘eiy

section of the message even though communication, .
. ; . . . .~ adopted Local Binary pattern. Local Gray code
Automatic facial expression provides increasingl

attracted much attention due because of its En0u¥’attern (LGCP) characterizes both ones texture IN
; S DDITION TO contrast facts connected with facial
9“Ck5 _apphcatlons to be ab!e to human.-computecromponems your LGCP descriptor is actually
interaction, facts driven animation, online dde considered .making use of local gray color iritgns
mdexmlg_, etc. AT‘ automatic - facial EXPressIonigtarences from a good local 3x3 pixels lomat
recognition techmque_ maQe of”two r‘nam?"]"’}rtweighted by it is corresponding TF (term
facial feature extraction in addition to fac'alfrequency) Its got considered extended Cohn-
eﬁg;eesseﬁ?agfsffgggf re F:r%'ﬁql fe?;[ur:? ?n);g?“ Kanade expression (CK+) dataset along with Japanese
gri nal face imga s for 3escrik?in %‘aces Tw Female Facial Expression (JAFFE) dataset having a
9 mages 'oing ' Multiclass assistance Vector Machine (LIBSVM) to
people associated with techniques to be &ble evaluate the proposed method
extract facial provides tend to be found: geoietr prop '
based ways and appearance based methods. In

geometric feature extraction system, your own Shal%?anonical Corrdlation Analysis (KCCA)

and area of several facial components tend®eto ,,,. . : . .
; Winning Zheng, Xiaoyan Zhou, Cairong Zaand Li
considered. Ones geometry-based methods call f ao [2]. In this paper, your facial expression

accurate along with reliable facial feature detatti detection problem making use of kernel canonical

which IS to be other In order to achieve th"m@;. correlation analysis (KCCA). They manually locate
true night out applications. Reverse. seen with t 34 landmark simple steps by each facial image
appearance-based methods, image filters ardwsu%ubsequently convert these kind of geometric
applied for you to either the complete faCeéimple steps straight into the labeled grdpB)(

aesthetic _known In the same way h.O“St'Q/ector while using the Gabor wavelet transfororati
representation as well as afew catered negiba

) ; d method to represent  your facial features.
face aesthetic known Just as analytic repratient . . - -
Alternatively intended for each training facialdge,
to help extract appearance. . . o
the semantic ratings describing your currentsyea
expressions are generally combined straight irsto

%quacial Expression Recognition Using Kernel
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six-dimensional semantic expression vector. Legrnirn2.4 Dynamics of Facial Expression: Recognition of
your correlation between your own LG vectors alongracial Actions and Their Temporal Segments from
with the semantic expression vector is usuallfFace Profile |mage Sequences

carried out coming from KCCA. According to theMaja Pantic, and loannis Patras[4]: In this papeyt
particular correlation, they estimate ones aased provide a  method intended for automatic
semantic expression vector of any issued temtcognition regarding facial action models U
graphic  subsequently  function  your currenaélong with it's temporal devices by longofie-
expression classification As outlined by theuatt view face visible sequences. They exploit pagticl
estimated semantic expression vector. Moreovey, thfiltering to track 15 facial simple steps irthe

in addition propose the improved KCCA algorithminput face-profile sequence, in addition to the
in order to tackle your current singularity pie introduce facial-action-dynamics detection tlylou
of a Grammatrix. Your current experimental resultcontinuous online video media input utilizing
to the Japanese female facial expression datatase gemporal rules. your own algorithm works both
the Ekman’'s “Pictures involving Facial Affect” automatic segmentation of a input movie diyect
database. into  facial expressions pictured along with
Drawback: - These kinds of semantic expressiordetection regarding temporal segments (i.e.etpns
vectors convey relatively less uncomplicatedapex, offset) of 27 AUs occurring alone or peha
expression information. Thus, they will probabipt with a great combination with the input face-
present better results Any time consumedth wiprofile video.

regard to quantitatively predicting every onetltd Drawbacks: - Recognition rate involving 87% is

six to eight simple expressions[2]. usually completed only. the particular paper
provides a good uncomplicated understanding

2.3 Automatic Facial Expression Recognition Using  involving How you can achieve automatic

Facial Animation Parameters and Multistream identification of AUs and also the temporal

HMMs segments within a face-profile aesthetic sega

Petar S. Aleksic, and Aggelos K. Katsaggelos [8]: 1[4].

this paper, they produce a great automatic

multistream HMM facial expression identification 2.5 Recognition of Facial Expressions and
System in addition to explore its performanceoulY Measurement of Levels of Interest From Video
current proposed process has facial animatidlohammed Yeasin, Baptiste Bullot, and Rajeev
parameters (faps), supported by the MPEG-&harma [5]:
standard, In the same way features regardiciglfa In this paper, implements a two-stage clasgifica
expression classification. Specifically, your dapapproach That recognizes six universal facial
describing your own movement of your outer-lipexpressions proposed in, via earlier unseen
contours in addition to eyebrows tend to bebservations of facial expressions in addition t
consumed In the same way  observationgomputes “levels involving interest.” Levels of
Experiments usually are 1st done makingafse interest were computed through mapping facial
single-stream HMMs under quite a few otheexpressions in to 3-D affect space and comfinin
scenarios, employing outer-lip and also eyebrowside motion activities In regards to the afraxe.
faps individually in addition to jointly. The Pragmatic findings suggests your current temporal
multistream HMM approach is usually proposedignature derived by the observations comingfro
pertaining to introducing facial expression alonithw concatenating the output of linear classifiavith
FAP group dependent stream reliability weightsframe level is usually robust compared to your
Your current stream weights are generally deterchineown raw representation of an optical flow ajpmdy
based to the facial expression i. D. Results cmmed continuous HMMs. Experiments within laboratory
While FAP streams usually are utilized individually information (Cohn—Kanade) show 90.9% (using five-
Ones proposed multistream HMM facial expressiofold cross validation) detection accuracy w38
system, that employs stream reliability weightsvideo sequences such as 97 subjects. numerous
achieves relative reduction of the facial expmss experiments, namely, emotion elicitation alonghwit
identification error associated with 44% congohr analyzes involving TV broadcast, has become
to your current single-stream HMM system. conducted with  further facts sets containing
Drawbacks: - In this technique identification rate variability pertaining to lighting conditions, Isjects
can be only 66% in addition to noise error igdifferent age group, gender as well as ethnjicips
actually high as compared to some other teglmi well as expressions (showing expression while
your reliability regarding audio points migh¢ talking). your emotion elicitation experiment
determined In line with acoustic noise in additio revealed your current limitations of an classif
range of particulars obtain with them[3]. with handling spontaneous reactions in addition t
are in addition helpful in evaluating yauwrrent
interest levels Just like ones ground truth
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particulars are gathered. Sequences collectedrrent precise identity-expression manifold,
through TV broadcasts exposed your current modehplying errors with bilinear parameters’ estimatio
in order to varied test facts with respect tb@ During testing, expression manipulation is appled
signing Conditions along with diversity redimmgy a good slightly (or quite) different face. The wadt

identify presented towards the classifier. error is actually  further amplified coming from
inaccurate bilinear parameters, leading to help a

2.6 Facial Expression Recognition in Image distorted facial surface [7].

Sequences Using Geometric Deformation Features

and Support Vector Machines 2.8 Pose-Robust Facial Expression Recognition

Irene Kotsia and loannis Pitas [6]: In this pap2r, Using View-Based 2D + 3D AAM
novel methods for facial expression identificatio Jaewon Sung and Daijin Kim[8]In this paper,
inside facial graphic sequences are usually predentproposes an pose-robust face tracking and also
anyone offers to manually area some Wingl facial expression id program having a viewdsh
Candid grid nodes in order to face landmark@D + 3D active appearance model (AAM) That
depicted onthe first frame ofa graphiequence extends ones 2D + 3D AAM towards the view-
under examination. your current grid-trackingd anbased approach, where sole independent facelmod
deformation  method used, As outlined byan be used regarding a crafted watcls A
deformable models, tracks your current grid wittWELL AS a correct face model can be picked
consecutive video frames a lot more than tidest out due to the input face image. The extensions
as ones facial expression evolves, until yawrent have been conducted within  several aspects., First
frame It corresponds on the largest faciave employ principal component analysis within
expression intensity. your geometrical displacetme missing details to construct ones 2D + 3D AAM
of certain harvested Candid nodes, definedhén t for its missing data for the posed face images
same way your current difference of any nod8econd, we produce the effective model sielec
coordinates between vyour first and also thprogram The item immediately benefits your
biggest  facial expression intensity frame, i®wn estimated pose angle because of the 2D + 3
considered as a possible input for you toncwvel AAM, that will makes face tracking pose-robust
multiclass  assistance  Vector Machine (SVMhplong with feature extraction intended for fécia
program of classifiers that are supposedkimow expression identification accurate. Third, they
either your current six basic facial expressi as propose a great double-layered generalized
well as agood set involving picked Faciatién discriminate analysis (GDA) pertaining to facial
devices (FAUS). expression recognition. Experimental results show
your following: 1) ones face tracking by théew-
2.7 Bilinear Models for 3-D Face and Facial based 2D + 3D AAM, that will functionalities
Expression Recognition multiple face equipment inside single facedeio
lordanis Mpiperis, Sotiris Malassiotis, and Mich&l per each view, is usually additional robust pose
Strintzis [7]: In this paper, they explore bilinearchange than The item coming from a integtat
products intended for jointly giving an answeBt® 2D + 3D AAM, of which functionalities a good
face along with facial expression recognition. rea) integrated face model regarding many three sjew
elastically deformable model algorithm That2) your double-layered GDA extracts good feature
establishes correspondence among a good set reflarding facial expression recognition; alonghwi
faces is usually proposed first subsequently) your own view-based 2D+ 3D AAM outperforms
bilinear devices The idea decouple ones nasee some other existing products at pose-varyauipf
in addition to facial expression points areagaily expression recognition.
constructed. Fitting these models to unknown
faces makes it possible for wus all in order t€.9 Image Ratio Features for Facial Expression
function face detection invariant to help #&ci Recognition Application
expressions and also facial expression ideatiic  Mingli Song, Dacheng Tao, Zicheng Liu, Xuelong Li,
within unknown identity. the quantitative evalioat Senior and Mengchu Zhou [9]: In this paper, Video-
of an proposed system will be conducted tdwar based facial expression identification is ready
the publicly viewable BU-3DFE face database imhallenging problem inside computer vision along
comparison with my own previous work fromwith human—computer interaction. for you to targe
face identification as well as other statek#-art your problem, texture has has become extraeted
algorithms pertaining to facial expressiorwell as widely used, since the they can captur
recognition. Experimental results demonstrate aimage intensity changes raised from  skin
overall total 90.5% facial expression identificatio deformation. However, existing texture possesses
rate and an 86% rank-1 face detection rate. encounter Conditions throughout albedo in additio
Drawback: The problem is twofold: in the course ofto lighting variations. For you to solve both
training, your bilinear model cannot recogniz@ur problems, they propose a new texture feature called
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visual ratio features. Compared with previougonnected with facial expression detection in
proposed texture features, e.g., high gradiemgeneral in addition to in possible future chafjes
component features, graphic ratio has tenbeto with particular.
extra robust to albedo and also lighting \taoiss.
within addition, to be able to additional irope 2.12 Facial Expression Recognition in the
facial expression id accuracy In line with ibie Encrypted Domain Based on Local Fisher
ratio features, they combine image ratio offer®iscriminant Analysis
within facial animation parameters (FAPs), in @i Yogachandran Rahulamathavan, Raphael C.-W. Phan,
describe your current geometric motions conmectelonathon A. Chambers, and David J. Parish[12]: In
with  facial feature points. your performancethis paper, proposes the system It addregeas
evaluation is based for the Carnegie Mellomwn challenge involving  performing facial
University Cohn—Kanade database, their databasxpression id As soon as the test aesthdtic
and also the Japanese Female Facial Expressiasually on the encrypted domain. It is a tfirs
database. Experimental results show which thenown result the idea operates facial expresisidn
proposed visible ratio feature can be addeust at the encrypted domain. these kinds of an
for you to albedo as well as lighting variatiprend technique solves your current problem of negdi
the combination of visible ratio possessabng to trust servers because test aesthetic datkfor
with  FAPs outperforms each feature alone. insidfacial expression  recognition can  remain
addition, they study asymmetric facial expressidns throughout encrypted form from most times
accordance with  their particular facial expressi without needing any kind of decryption, even
database in addition to demonstrate your owthrough your current expression recognition
better performance regarding our combinegrocess. its experimental results in populdFBA
expression recognition system. as well as MUG facial expression databases
demonstrate This recognition rate associatéiol w
2.10 Facial Expression Recognition Using Facial up to help 95.24 percent can be completech exte
Movement Features the encrypted domain. They have proposed the way
Ligang Zhang, and Dian Tjondronegoro[10]: In thisof work facial expression detection from imagés
paper, proposes a good approach to solve ttiee encrypted domain, According to local FLDA.
actual limitation using “salient” distance feagts, Experiments on JAFFE and MUG facial expression
which are considered through extracting patctdatabase showed that this recognition rategoof
based 3D Gabor features, selecting your owproposed encrypted domain method usually are
“salient” patches, in addition to performing gatc your same Equally the individual with theaipl
matching operations. the experimental resultso encrypted domain. Yet your own benefit with
demonstrate high appropriate identification eratits encrypted domain measures is The item
(CRR), crucial performance improvements for thémages need not be revealed unnecessarily ikast |
bank account involving facial element as wall athey may remain throughout encrypted formthwi
muscle movements, promising results under facal times, even during expression identificatio
registration errors, along with fast procesdinge. process
Comparison through the state-of-the-art perfomrean
confirms the proposed approach achieves your ovl3 Simultaneous Facial Feature Tracking and
highest CRR towards JAFFE database in additon Facial Expression Recognition
can be among your current top performers on théonggiang Li, Shangfei Wang, Yongping Zhao, and

Cohn-Kanade (CK) database. Qiang Ji[13]: In this paper, they proposed a good

hierarchical framework According to  Dynamic
2.11 Meta-Analysis of the First Facial Expression Bayesian Network for simultaneous facial feature
Recognition Challenge tracking and facial expression recognition. via

Michel F. Valstar, Marc Mehu, Bihan Jiang, Majasystematically representing in addition to maugli
Pantic, and Klaus Scherer [11k this paper, presents inter relationships among additional levels iritg

a meta-analysis of your 1st most of thestacial activities, plus the temporal evolution
challenge in automatic id connected with dhci information, ones proposed model completed
expressions, held while in your IEEE confeeen critical improvement with regard to both facial
on Face and also Gesture identification 20MHat feature tracking and AU recognition, compared to
details your challenge data, evaluation protocostate of an art methods. with regard to sirigt
plus the results accomplished throughout ub s basic expressions recognition, MY result isialty
challenges: AU id along with classificationnot As good As The idea regarding statearnf
involving facial expression imagery with regatds art 1For work, they calculate the average F1 oreas
a number of discrete emotion categories. Thegf a same 13 AUs In the same way recognized
additionally summarize ones lessons learnechgalowith this paper, even though intended faun r,
with reflect towards the future of an fieldthey calculate the average Flmeasure of an $&me
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AUs Just as acknowledged with the actuglepa phrase (CK+) dataset in conjunction with Japoneses

Methods, considering that the they did not
any kind of measurement directly

USEVomen Make up Expression (JAFFE) dataset
pertaining t@mployed to examine following previously mentioned

expression, plus the global expression is igita recommended approach.

inferred through AU in addition to facial feedu
point measurements and also coming from
relationships. your current improvements
regard to facial feature simple measures ards A
come mainly from combining
model by the

In this document, we devoted to several Experience
it islentification Process in addition to present amyea
withsurvey upon which.

the facial actionAcknowledgment
image measurements. Specificalilany thanks to the entire above author whose latest

your erroneous facial feature measurements awd apaper referred that are very useful for my knowtedg

the AU measurements
through the

is actually
model’'s build-in relationships among

compensatexhd my research.

some other levels of facial activities, andalse REFERENCES

build-in temporal relationships. since the my

personal model systematically captures along WitH']
combines your current prior knowledge because of
the  aesthetic measurements, inside improved
image-based computer vision technology, the

program can achieve greater results in elittl[2]
changes towards model. within your papery the

evaluate the model from posed expression
databases from frontal view images.

3. PROBLEM DEFINITION (3]

After study of following paper found drawbacks: In
SVM, It is sensitive to noise. It only considersotw
classes. In Bilinear Model, Increasing the flexiiil
Reduce the parameters. Used in generative models
like density estimation and use in classificatiém. [4]
2D+3D AAM, Sensitive to image noise, heavy
computation load. In Bayesian Networks, typically
require initial knowledge of may probabilities gjtyal

and extent of prior knowledge play an importanerol
Significant computational cost (NP Hard Task).
Unexpected prospect of an event is not taken dare o

4. CONCLUSION g
There are various offering application associatét w
confront acceptance in the domain associated with
measures, user consumer electronics in additioeto
and so on. While using the progress associated with
receptors in addition to algorithms, this perforcean [6]
associated with confront acceptance may be
significantly superior lately. But confront accepta
even now confronts the battle associated with s¢ver
substantial intra class variations including
illumination, getting older in addition to offer @rso

on. A single sensible solution to try this variatio
might be for you to url this hole between regidteal
along with the test trial simply by several styles.
You'll find 3 critical highlights of face phrase —
geometric-feature structured, physical appearance
feature-based in addition to the two geometric in
addition to physical appearance feature-based
methods. It offers deemed lengthy Cohn-Kanadil
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